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Abstract

Out of the many computational fluid dynamics (CFD) packages available, Fire Dynamics
Simulator (FDS) has been the most popular CFD package for fire scenarios. However,
the predictions of FDS or any CFD package depends on the implemented models within
the package for different scenarios. Some of these models have been validated using real
life experimental work while some have not. The aim of the work presented is to asses
(validate) the model used for heat transfer between water droplets and solid surfaces using
a set of experimental work performed using a superheated copper (Cu) plate. Calculation
of the convective heat transfer coefficient between the solid and the liquid phases was
analysed for three different test cases.

The simulations were performed in a step-wise approach starting with simulations involv-
ing only the solid phase (Cu disc heated to 600 °C) and the water mist system individually
before moving on to the simulations of the interaction of the water mist system and the
Cu disc. Simulations were run using mono-disperse sprays due to the lack of information
on the droplet size distributions.

The results show that FDS is indeed capable of producing relatively accurate results
agreeing with the experimental work using mono-disperse sprays. This can be considered
as the first step moving forward towards poly-disperse simulations where the droplet size
distributions and the effects of the interaction of the plume and the water droplets can
also be analysed.
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Extended Abstract

The aim of the presented work was to carry out an assessment for a numerical model
implemented in the much popular computational fluid dynamics (CFD) package, Fire
Dynamics Simulator (FDS). The assessment focused on the water spray impingement
cooling which is often referred to as ‘surface wetting’. Convective heat transfer between
a heated surface and water droplets deposited on the surface is a complex phenomenon
in nature. Droplets dynamics on the surface provides more complexity due to movement,
boiling and evaporation of the liquid. The same mechanisms in water spray impingement
cooling results in much larger heat fluxes and heat transfer coefficients making it one of
the most effective cooling mechanisms not just in fire safety but in many other industries
as well.

Surface wetting in fire suppression is effectively used to cool down surfaces which are
already in flaming combustion or surfaces that have not ignited but approaching the ig-
nition temperature. The thesis presents an assessment of the heat transfer model used
FDS version 6.7.5 for water cooling of a solid surface. The numerical simulations were
inspired from a set of experimental work carried out using a copper (Cu) disc heated to
600 °C and a water mist system fixed 254 mm above the plate. After the activation of
the water mist, the plate and the surroundings were allowed reach a steady state during
which the plate temperature profiles, velocity and size distributions of the water sprays
were measured using thermocouples and a phase Doppler particle analyser (PDPA).

The experiments include five different settings for the water mist system with three dif-
ferent water mass flow rates of 0.160 g/s, 0.385 g/s and 0.600 g/s and two extra different
size distributions for 0.385 g/s set-up. The interaction of water droplets with the buoyant
plume rising from the heated surface was highlighted in the experimental work by the
size distributions and the velocity profiles during the steady conditions. It was therefore,
decided to approach the simulations in a methodical manner starting with simulations
with just the solid and water phases individually prior to considering the complete set-up.

The convective heat transfer model used for air convection in FDS was assessed using a
separate set of experiments where FDS showed its capability of predicting accurate ther-
mal field above a heated surface. Then, the ‘lazy’ buoyant plume generated by the Cu
disc was analysed with respect to axial plume temperature, axial vertical velocity com-
ponent of the gas phase and the radial temperature distribution just above the Cu disc.
A grid sensitivity analysis was carried out for these parameters using cell sizes 10 mm,
5 mm and 2.5 mm. The results showed that the predictions were sensitive in the immedi-
ate vicinity of the Cu plate. However, above a certain height the predictions converged.
All the simulations where only the Cu plate was considered were run using two different
heat transfer models in FDS 6.7.5. Both the default model which is more dynamic and
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a user specified constant heat transfer coefficient of 11.27 W/ (m2 ·K) were used in these
simulations. Both models showed a non monotonic temperature profile above the Cu disc
which led to a sensitivity analysis on the domain size used for the simulations. The size
of the domain showed negligible effects on the results for the above mentioned flow and
thermal field.

Due to the lack of data available on the water mist set-up used in the experiments, the
modelling of the water spray was simplified by considering only mono-disperse sprays. Out
of the five test cases, four of the test cases were simulated with a satisfactory output in
terms of the temperature profile of the disc during steady state. However, the importance
of poly-disperse spray simulations was identified since results were achieved adjusting the
spray properties without attention to the sprays in the experiments. All of the water
sprays were characterised by the upper limit of the experimental size distribution.

The work presented can be considered as the initial step towards a complete validation
of the model for water spray impingement in FDS. Capturing well the properties of the
water mist system in its original state for all the test cases is of great importance for a
effective study. The author hopes the work done can be used as a reference for future
work and eventually completing the model validation study.
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Chapter 1

Introduction

In this chapter, based on similar work performed by researchers, an introduction to wa-
ter spray impingement cooling and convective thermal plumes is provided alongside the
motivation for the presented work and an outline of the thesis.

1.1 Background

Liquid water plays an integral role in fire suppression systems owing to its high latent
heat of vaporization and high specific heat capacity in both liquid and vapour phases. In
addition to its favourable thermal properties, it is also, non toxic and abundant almost
everywhere in the world making it a very cost effective solution. Experiments related to
the extinguishment of wood fires using water were done by Novozhilov et al. [1] which
highlighted the importance of the ‘surface wetting’. In this study, the authors also empha-
size on the fact that droplet dynamics on the surface are vital to develop computational
models for this specific scenario especially for low flow rates.

Spray impingement cooling is considered even in non-fire related applications as well due
to its effectiveness in thermal management of solid surfaces usually associated with steel
annealing and run-out table (ROT) cooling [2] in the steel industry. Steel stripes of tem-
peratures around 1000 °C are cooled down with very high rates in these ROT applications
[3][4]. These high rates of heat transfer associated with spray impingement cooling in
general are due to the corresponding superior heat transfer coefficients in comparison to
other cooling methods such as single phase natural and forced convection using air, flu-
orinerts and even water itself in the single phase region. This minimizes the amount of
coolant consumed considerably relative to other impingement cooling techniques such as
liquid jet cooling [5]. Figure 1.1 is a graphical depiction of magnitudes of heat transfer
coefficients associated with these processes. Heat removal rates as high as 1 kW/m2 have
been achieved previously using water as the coolant on surfaces with low superheat [6].

The importance of the interaction of heated surfaces and water droplets has been identified
decades ago and several experimental studies have been carried out up to now [7][8][9].
Spray cooling starts with the liquid being forced through a small orifice which results in
atomization of the liquid to fine droplets. These small droplets then come into contact
with the heated surface and spreads radially where, high amounts of heat will be absorbed
by the liquid phase. Eventually, the droplets vaporize after absorbing latent heat from
the surface. The radial spread of liquid ensures uniform cooling of the surface [10].
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Air - free convection

Water - forced convection

Florochemical liquids - forced convection

Florochemical liquids - boiling heat transfer

Air - forced convection

Water - boiling convection

Florinerts - jet impingement

Florinerts - spray impingement

water - spray impingement

5.7 57 570 5700 5.7× 104 5.7× 105

Heat transfer coefficient (W/m2 ·K)

Figure 1.1: Heat transfer coefficients associated with different cooling techniques.
Adapted from Nayak, Mishra, and Parashar (2016) [11].

The presence of heated surfaces in fire scenarios induces complex thermal and flow fields
which are buoyancy driven. The effectiveness of the cooling depends on the interaction
of the water droplets with the above-mentioned thermal and flow fields as the droplets
might fully evaporate before reaching the surface or hit the surface with a high velocity
and rebound upon impact. That is why the ‘canonical’ configuration studied in this work
[12] consists of water droplets interacting with a so-called ‘lazy’ plume rising above a
heated surface.

The interactions with the smoke layer and the heated (flaming) surface itself affect the
fire in many ways as follows [13]:

• Evaporation of droplets before reaching the surfaces due to heat absorption from
the hot gases.

• Inhibition of pyrolysis on the fuel surface after successful penetration of the fire
plume.

• Surface cooling of walls, ceilings and the floor of the fire compartment.

• ‘Pre-wetting’ adjacent fuel packages limiting the potential spread of fire.

In addition to these mechanisms which aid the fire suppression, a portion of water droplets
does not reach the smoke layer or fire, instead they are blown away.

In the following, a discussion on lazy plumes will be provided before addressing the topic
of water sprays.



3 Background

1.1.1 Lazy Plumes

The phenomena of convective plumes was first studied in 1941 by Schmidt [14] and was
followed by a number of researchers in the area of meteorology [15][16][17] in the 1950’s.
Convective plumes, although usually produced by a source of heat, the phenomena is
governed by the buoyancy aspects within the fluid [15]. Therefore, it is important to
consider the properties of the fluid phase rather than considering only the heat source
and its characteristics. Rouse, Yih, and Humphreys [15] initially performed an analytical
and experimental study on the free convection from a point and line source, concluding
that the plume characteristics can be analysed neglecting how the buoyancy effects are
induced and also provided explicit correlations in the form of probability functions for
axial velocity component and mass density gradients. These correlations showed the in-
terdependency of the velocity and the density gradients which was also highlighted in
the work done by Batchelor [17] two years later where he derived expressions for axial
velocity, buoyancy acceleration and plume radius using dimensional analysis as functions
of Prandtl number (Pr), radial and axial locations and weight deficiency. Interestingly,
prior to this, these unknown functions were determined by Yih [18] for the special cases
Pr = 1 and Pr = 2.

The most influential plume model in literature up to now was developed by Morton, Taylor
Ingram, and Turner [16] in 1956 with several assumptions where power law relations were
derived for reduced gravity and vertical velocity. These plume conservation equations
were then modified with a virtual origin assumption to represent area sources of heat [19].
The first attempt to characterise free convective plumes was made in 1973 [20] using a
parameter which is referred to as the plume source parameter (Γ0) in the literature [21]
and is defined as:

Γ0 =
5Q2

0F0

4αM
5
2
0

(1.1)

Where, Q0, F0, M0 and α are respectively the dimensional mass flux, buoyancy flux, mo-
mentum flux and the entrainment coefficient for radial velocity at the plume boundary.
If Γ0 > 1; buoyancy fluxes are dominant therefore, ‘lazy’ plumes, Γ0 < 1 for momentum
driven ‘forced’ plumes and Γ0 = 1 for ‘pure’ plumes.

The so called ‘lazy’ plumes are mainly driven by buoyancy forces, therefore, are associated
with low velocities in the ‘near source’ region before accelerating with increasing plume
height. This initial acceleration in the ‘near source’ region is mainly buoyancy driven
due to the density gradients associated with heated air and not momentum driven for
lazy plumes [22][23]. When this initial acceleration is coupled with low entrainment,
the plume narrows itself to a ‘waist’ [20]. This peak velocity has been proven to occur
where, b

√
ρ∞ − ρ is at its minimum by Fanneløp and Webber [24]. Here, b is the plume

characteristic radius, ρ∞ is the ambient air density and ρ is the plume density. They
referred to this point as a ‘neck’ and mentioned that this ‘neck’ does not necessarily mean
the minimum radius point of the plume and also could occur not in the physical region
above the heat source.

A pure empirical correlation which agrees with this behaviour of axial velocity was pro-
posed by Wang et al. [25] from experiments using particle image velocimetry. They val-
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idated the correlation for different heat intensities and different sizes and shapes of heat
sources. As per their experiments, when the temperature of the plate was low (around
50 °C), the maximum axial velocity was recorded at a height equal to the characteristic
length of the heat source. However, this behaviour was not maintained at higher plate
temperatures.

The region in the rising plume where, high gradients of vertical velocities and temperatures
are recorded will be referred to as the ‘near field’ region and the region above it will be
referred to as the ‘far field’ region throughout the thesis. A simple illustration of these
regions alongside the coordinate system is shown in Fig. 1.2. When, the plume exits the
near field region, the plume radius widens which causes the plume velocities to decelerate,
while more air is entrained from the boundary bringing the plume temperature down due
to mixing.

virtual origin

z

r

nearfield

farfield

Figure 1.2: Regions within the rising plume.

Carlotti and Hunt [26] developed a plume model for lazy turbulent plumes in which the
near field was successfully captured but with the assumption of a top hat profile. They
also showed that the model predictions converge into the classical plume theory at the far
field region.

Landers, Disimile, and Toy [27] also analysed the flow structures of plumes rising from
flat circular stainless steel plates at varying temperature using schlieren imaging. They
observed a flow being convected radially into the center of the plate before rising above
the plate. They referred to the region with this initial radial convection as the boundary
region, the region just above, as the near region which represents a transitional plume
where the mixing of entrained air intensifies before turning into a fully developed tur-
bulent plume in the far region. They made further analysis regarding the effect of plate
temperature on the development of these three regions. When the plate temperature was
increased, so did the rate of the development of the boundary layer and the momentum
in the near field region. This resulted in achieving fully developed turbulence at a lower
height. When the plate temperature was increased from 150 °C to 550 °C, the the height
of the near field was reduced by 50% from 39 mm to 20 mm.



5 Background

In a similar study [25], but with both circular and square sources of heat, using heated
cast aluminium (Al) plates, Wang et al. observed the converging and diverging behaviour
of the plume near the heat source and in the far field regions. For circular plates, random
flow patterns were observed while, the converging flow near the source was observed along
the partition lines and the diverging flow, from the edges of the plates for square heat
sources.
The plume parameter is used to characterise plumes depending on the amount of buoy-

ancy and momentum present at any height. The earlier mentioned source parameter
represents the value of this parameter just above the heat source. The plume parameter
as a function of plume height, Γ(z) is defined as [21]:

Γ(z) =
5Q2(z)F (z)

4αM
5
2 (z)

(1.2)

Where, Q(z), F (z) and M(z) are respectively, the mass flux, buoyancy flux and the mo-
mentum flux at plume height z. In theory, due to the lack of momentum flux near the
source and high buoyancy effects, Γ(z) > 1 for all lazy plumes and Γ(z) � 1 for highly
lazy plumes. Then, as the plume gathers momentum, Γ(z) should decrease with height
to value closer to 1. This asymptotic behaviour of plumes tending towards Γ(∞) −→ 1
was first described in [20].

In recent studies, many have focused on the capability of CFD simulations to capture
the near source behaviour of lazy plumes [28] [29] [30]. Taub et al. [29] and Hargreaves,
Scase, and Evans [30] found out that Γ(z) decreased to a near zero value initially before
increasing to a value higher than unity and finally approaching unity in the far field re-
gion in the simulated results for lazy plumes. The assumption of a constant entrainment
coefficient being not valid in the near source region of lazy plumes was highlighted and
linked to this contradicting behaviour by Taub et al. [29] and both groups [29] [30] went
on to show that the power law relations developed by Morton, Taylor Ingram, and Turner
[16] for plume properties are only valid in the far field regions where, Γ(z) ' 1.

However, the model suggested by Carlotti and Hunt [26] implemented a simple entrain-
ment model but was able to accurately predict the near source region as well. They
labelled this model as the first model to produce accurate results for very lazy plumes in
the near field region.

The contradictory statements and results from these recent studies show that the near
field predictions of lazy plumes are still an ongoing discussion in the scientific community
when it comes to both theoretical modelling and numerical simulations. The first part of
this thesis focuses only on the simulations of the lazy plumes emerging from a heated Cu
surface in Fire Dynamics Simulator (FDS) version 6.7.5.

1.1.2 Water Sprays in Fire Safety

Scientific work in understanding the extinction mechanism using water mist sprays in fire
dates back to mid-nineteenth century [31] [32]. Most of the work carried out in this era
have been purely experimental but considered both liquid and solid fuel fires [32] [33]
[34] [35]. All of these experimental work focused mainly on the time for extinguishment.
However, after the introduction of Halon 1301 and 1211 as chemical fire suppressants
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which were more effective, the use of water as a fire suppressant reduced until bans were
imposed regarding the environmental effects of halon fire suppressants [36]. The research
work increased as the use of water as a suppressant was reinstated. This growth in atten-
tion towards water as a fire fighting agent is well described and proved in many surveys
and studies [37] [38].

In the earlier studies related with the mechanism of fire suppression of water [31] [33],
cooling down the flame by absorbing heat and oxygen displacement in the near flame
region was identified. However, after a few decades, with advanced technology and exper-
imental set-ups, the limitation of flame spread due to the attenuation of thermal radiation
by the water droplets was also identified as a potential effective mechanism [39]. In the
same study [39], Mawhinney, Dlugogorski, and Kim emphasizes on the importance of
understanding the three main extinguishing properties of water by the computer model
developers while, introducing two more less predictable mechanisms which should be
taken into account in an ideal model. These three main properties, according to the au-
thors were, heat extraction, O2 displacement in the flame region, radiation attenuation
by the water droplets and the two less predictable mechanisms included dilution of the
combustible mixture below its lower flammability limit due to the entrained air from the
spray and the intensification of the flames and consequently the heat release rate (HRR)
of the fire immediately after the water spray has been introduced. This sudden increase
of the HRR has been experimentally observed and has been linked to the increased tur-
bulence in the flame region causing more vaporization of the fuel [39].

For water spray impingement cooling, the dominant extinguishing mechanism is heat ex-
traction. Heat extraction by water droplets have been categorised from three possible
regions in the fire: from hot flames and vapours, fuel packages yet to be ignited and from
the fuel itself [39]. The latter two categories are more prominent and is the objective of
impingement cooling. Water sprays have been classified in three classes by the National
Fire Protection Association (NFPA) [40] depending on the cumulative percent distribu-
tion of the water droplet spectrum of the spray. Class 3 was deemed suitable for spray
impingement cooling applications in fires. Class 3 was allocated to sprays which contained
90% of the total volume in droplets having a diameter greater than 400 µm but less than
1000 µm. The need for larger droplets in this size range is required in order to overcome
the drag forces and the hydrodynamic effects of the plume before reaching the fuel surface
[36].

The technique of water spray impingement, referred to as ‘fuel wetting’ in many studies
[37] [39] [41] is applicable in fires with solid combustibles and is very effective for fuels that
form a layer of char during combustion [39]. Even though, fuel wetting has been a key
component of fire suppression, the experimental work related to this field is very limited,
perhaps due to the poor documentation of experimental work. Some work is available
in which hot metal plates have been used to represent burning surfaces [7] and heated
objects in fires [42].

Performing full-scale fire experiments related with fire can be expensive and should be con-
sidered with caution given the uncertainties associated with the scaling effect [43] [44]. In
addition, due to practical difficulties of performing such tests, the amount of experimental
data is also rather sparse. With the rapid developments in computational power, com-
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putational fluid dynamics (CFD) has gained popularity in fire research over the years [45].

Validation and verification are the techniques of measuring the accuracy of the physics
and the mathematics in any computational model. The author is unaware of Validation
studies performed for fuel wetting in FDS at this point. FDS is one of the most popular
CFD packages in the fire safety field and has been validated in many areas [46] but not
for the case of fuel wetting.

The second part of the work presented here is specifically focused on the interaction
between a heated surface and impinging water droplets on it. The objective of the thesis
is to perform an assessment study of FDS in order to analyse how the heat transfer between
a heated surface and water droplets using FDS version 6.7.5. The work presented lays
the ground work for the validation of the models implemented in FDS.

1.2 Thesis Outline

The second chapter begins with a brief overview of the experimental set-up and a thor-
ough analysis on the convective heat transfer model implemented in FDS is also included
which is followed by an extra set of simulations performed to further assess the capability
of the default convective heat transfer model in FDS 6.7.5.

In the third chapter, the experimental set-up is introduced with its key components and
major findings from the experimental work [7]. The discussion on the major finding fo-
cuses on the steady state plate temperature, size distribution of the spray and the velocity
history with varying water mass flow rates, different distances from the heated surface
and velocity and size distributions.

In the fourth, fifth and sixth chapters, results obtained from simulations with and without
water mist system activation are presented and analysed both qualitatively and quantita-
tively. A grid sensitivity study for the gas phase axial plume temperature, axial velocity
and the predictions of FDS in the near source region is presented. The effects of changing
the size of the computational domain is also analysed prior to introducing water droplets.

The final chapter presents the conclusions derived from the work carried out and elabo-
rates on the future work aiming towards a complete validation study.



Chapter 2

Methodology

In this chapter, the approach to the work is described in a comprehensive manner. The
main methodology consists of considering the experimental work of Fu, Sojka, and Si-
vathanu [7] and assessing the FDS capabilities (regarding water impingement cooling) by
comparing the simulation results against the available experimental data.

However, prior to considering the water impingement scenario, a series of preliminary
simulations have been carried out by considering separately the lazy plume and the water
spray.

Finally, it is important to mention that a particular attention has been given to the
analysis of the convective heat transfer near the surface in the absence of water droplets.

2.1 Overview

The main focus of the work carried out is on the experimental work by Fu, Sojka, and
Sivathanu [7]. The experiment was mainly focused on capturing velocity and size distri-
bution history of a poly-disperse water spray while approaching a superheated Cu plate.
The goal of the experiment, according to the authors, was to provide experimental data
for validation purposes of models associated with interaction of water droplets and burn-
ing surfaces. A water spray approaching such a superheated surface will come across a
buoyancy driven ‘lazy’ plume which will alter the flow field of the water droplets. droplet
trajectory can also be affected by resulting evaporation during the residence time inside
the buoyant plume. Finally, upon impact, the droplets will thermally interact with the
hot surface leading to flame extinguishment, limitation of flame spread and surface cooling.

The documentation of the experimental work included the final results and outcomes.
However, number of details required specifically for a validation study were not provided.
Due to this reason, the setting-up of the computational input in FDS could not be exe-
cuted directly. Several, different simulations had to be run with assumed values for many
parameters related with the water mist system.

A set of simulations were performed as described in the following chapters, to assess
the performance of FDS 6.7.5 in capturing the rather complex interaction between the
hot plate and the water droplets. The approaching water droplets will interact with the
hot plume above the heated Cu plate before making contact with the plate itself. The

8
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interaction with the rising plume affects the impact velocity, size distribution at the plate
surface, velocity distribution and approaching temperatures of the droplets. Therefore,
the importance of the gas phase properties between the water mist nozzle and the plate
was identified which led to dividing the total simulation into two main sections as follows:

1. simulations without water injection (solid-gas phases simulations)

2. simulations with water injection (solid-liquid-gas phases simulations)

In the upcoming sections these two sets of simulations are introduced.

2.1.1 Solid-Gas Phases Simulations

The modelling of the flow field and the temperature field above a heat source is still
evolving due to its high complexity. The author is not aware of any validation work related
to this specific configuration in FDS. Therefore, the initial simulations only included a
heated Cu plate and the surrounding gas phase. The axial plume temperature variations,
velocity profiles in the axial direction and the radial temperature variations of the solid
phase and the gas phase just above was analysed for these simulations. The convective
heat transfer model used in FDS was put to test against an additional test case which
involved a stainless steel plate of similar dimensions [27].

2.1.2 Solid-liquid-Gas Phase Simulations

After satisfactory results were obtained for the solid and gas phases, the water mist system
was introduced into the simulation environment. These simulations were set up such that,
it represents the experimental set-up. Initially, the water mist spray was modelled as a
mono-disperse spray before moving on to poly-disperse sprays.

2.2 Convective Heat Transfer Models in FDS 6.7.5

The prediction of the velocity and thermal profile of the free convective lazy plume rising
from the heated surface is heavily dependent on the convective heat transfer coefficient
between the heated surface and the air layer just above. Not only is the convective heat
transfer coefficient important in the prediction of the conditions above the plate, but this
parameter is also vital when modelling the heated Cu plate in FDS to achieve the desired
surface temperature.

As per the FDS user’s guide [47], there are several possible methods in FDS to model
a heated surface at a constant temperature; the most straightforward method being di-
rectly imposing the desired temperature by setting TMP_FRONT to a value on the SURF
line. This method does not consider the material properties, the dimensions of the surface
and the environment around but will maintain the temperature at the set value. It was,
therefore decided that this method will not be suitable for the continuation of this work.

The next method is to specify EXTERNAL_FLUX on the SURF line to provide a heat
source on the Cu plate which heats up the plate to the desired temperature. This method
does take into account the material properties, dimensions and the interaction with the
surrounding environment. However, the heat transfer calculations will be performed in
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FDS based on the user input. Therefore, to make a rough estimation of the required
input for EXTERNAL_FLUX, a simple heat transfer hand calculation was done. Figure
2.1 shows how the plate interacts with the external heat source and the environment at
steady state.

T∞

Tw q̇”conv

q̇”rad,∞

q̇”ext

q̇”cond

q̇”rad,w

Figure 2.1: Schematic representation of the Cu plate, showing the heat transfer processes.
Tw, temperature of the heated surface; T∞, ambient temperature; q̇”conv, convective heat
flux from the surface to the atmosphere; q̇”rad,∞, radiative heat flux from the surroundings

to the surface; q̇”ext, EXTERNAL_FLUX term; q̇”cond, conductive heat flux to the backing of
the plate, q̇”rad,w, radiative heat flux from the plate to the surroundings.

The conductive heat losses to the backing was set to zero by setting
BACKING=‘INSULATED’ on the FDS input. The Cu plate was also assumed to
be thermally thin. This was confirmed by the internal temperature profile of the Cu
plate. The energy balance on the heated surface at steady conditions derives:

q̇”ext = εσ
(
T 4
w − T 4

∞
)

+ h (Tw − T∞) (2.1)

where, ε is the emissivity of the heated Cu surface which was set to 0.78 [48], σ is the
Stefan-Boltzmann constant which is equal to 5.67× 10−8 W/m4 ·K, h is the convective
heat transfer coefficient between the atmosphere and the heated surface which was cal-
culated using Tw = 873 K and T∞ = 293 K. For this calculation, the Grashof number,
Gr was used which is a dimensionless parameter representing the ratio between buoyancy
forces in a fluid to the viscous forces and is defined as:

Gr =
gβ (Tw − T∞)L3

ν2
(2.2)

Where, g is the gravitational acceleration, β = 1/T∞, L is the characteristic length of
the plate which is 0.2 m and the kinematic viscosity is given by ν. Another dimensionless
parameter, the Prandtl number which is the ratio of the momentum diffusivity and the
thermal diffusivity was also used in the calculation. The Prandtl number, Pr is simply
defined as:

Pr =
ν

α
(2.3)
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Where, α is the thermal diffusivity. The Nusselt number, Nu can then be calculated
depending on the configuration of the solid phase using Gr and Pr. For natural convection
from a horizontal flat plate, Nu is defined as [49]:

Nu = 0.14 (Gr · Pr)
1
3 (2.4)

The Nusselt number is also defined as the ratio of convective and conductive heat transfer
through a fluid and this definition leads to:

Nu =
h

k/L
(2.5)

Where, k is the conductive heat transfer coefficient of the fluid. Combining the two defini-
tions for Nu (Eqns. 2.4 & 2.5) leads to a direct estimation for the convective heat transfer
coefficient, h = 11.27 W/ (m2 ·K). For this calculation, the properties of the gas phase
were calculated using 1/3 rule for film temperature. The estimate for the EXTERNAL_-
FLUX term was 31.9 kW/m2.

Several models are made available in FDS to model the heat transfer coefficient for natural
convection. The default model in FDS uses a combination of both natural and forced
convection which uses local Reynolds numbers at the surface using fluid velocities. The
default model in FDS 6.7.5 calculates convective heat flux in units W/m2 as:

q̇”conv = h (Tg − Tw) (2.6)

Where, Tg and Tw are the gas phase temperature and surface temperature of the solid
phase respectively. The convective heat transfer coefficient, h is calculated in W/m2 · K
as:

h = max

{
C |Tg − Tw|

1
3 ,

k

L
Nu,

k

δn/2

}
(2.7)

Where, C is 1.52 for horizontal flat plates, k is the thermal conductivity of the fluid, L
is the characteristic length of the plate which is 200mm for this case, δn/2 is the cell size
and the Nusselt number, Nu is defined as:

Nu = C1 + C2RenPrm (2.8)

By default, the values for C1, C2, n, m are set to 0, 0.037, 0.8 and 0.33 respectively
for planar surfaces. The Prandtl number, Pr is set to 0.7 by default while, the Reynolds
number, Re is calculated in FDS.

The calculation of h in FDS was further investigated to understand the logic behind this
calculation method in FDS using the provided references in [47]. The first element in
the set is an empirical correlation suggested by Holman in [50]. However, the range of
applicability suggested in [50] is for Rayleigh number, Ra > 109. Rayleigh number is the
product Gr · Pr. The second element of the set is linked to the calculation of Nu using
the Reynolds number, Re which is used in forced convection. This definition of Nu is
applicable under complete turbulent boundary layer conditions [51]. Substituting h in
Eq. 2.6 by the final element in 2.7, the Fourier’s law for heat conduction is obtained.
This implies the heat transfer process is being treated as if the heat was conducted to the
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center of the gas phase cell just above the solid surface.

In this default model, the maximum value for h calculated using Eq. 2.7 is used for heat
transfer calculations in FDS. If natural convection is dominant, the second component
will be neglected due to low velocities involved in that scenario and vice versa. However,
if the cell size is fine enough, the calculation can shift to a conduction problem regardless
of the the nature of convection in the simulation.

There is also the possibility for the user to specify a constant value for h throughout
the simulation using HEAT_TRANSFER_COEFFICIENT on the SURF line with units of
W/ (m2 ·K). This is somewhat similar to imposing a constant surface temperature in
FDS. However, this is useful when comparing the hand calculations with the simulated re-
sults.
HEAT_TRANSFER_COEFFICIENT = 11.27 setting was used for the constant heat trans-
fer coefficient simulations which corresponds to the value obtained in the hand calcula-
tions.

A special model specifically for heat convection from the curved surfaces of long horizontal
cylinders is also made available which is not applicable for the case at hand.

Even though, in conventional calculations, the Rayleigh number, Ra is used to calculate
the convective heat transfer coefficient, h for natural convection, a different model is used
in FDS which uses both natural and forced convection in addition to pure heat conduction
to determine h. The inability of FDS to resolve the boundary layer and the use of these
simplified empirical correlations derived for very specific cases has been pointed out by
Veloo and Quintiere [52] in 2013. This calls for a critical analysis of the calculation
method used in FDS in order to analyse the overall accuracy of model with respect to the
prediction of flow and thermal field over the heated plate.

2.3 Assessment of Predictions of Thermal and Flow

Field above a Heat Source in FDS

Due to the simplifications used in the convective heat transfer model utilized in FDS and
its limited applicability for natural convection, additional simulations were run related
to experimental work done by Landers, Disimile, and Toy [27] considering the thermal
field above a flat superheated 316 stainless steel (SS316) disc with a diameter of 200mm
and a thickness of 1.27 cm. The predictions on FDS for this set up will provide a good
benchmark for the prediction of the lazy plume rising from heat source.

Simulations were run using 2 different grid resolutions: 10 mm and 5 mm . The compu-
tational domain was set to 300 mm × 300 mm × 300 mm. The SS316 plate was placed
centrally 5 cm above the bottom surface of the computational domain as sown in Fig.
4.1. To speed up the calculations to reach steady state, TIME_SHRINK_FACTOR=10
was used in all the simulations. The total simulation time was set to 2500 s to provide at
least 500 s of steady conditions. The computational domain is sketched in Fig. 2.2 with
the dimensions and the orientation of SS316 plate.
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Figure 2.2: Schematic representation of the computational domain in FDS with the SS316
plate. (Not to scale.)

The SS316 plate was modelled as a square plate with a thickness of 5 mm and the length of
200 mm which is identical to the diameter of the cylindrical plate used in the experiments.
The thermal properties of SS316 are given below in Table 2.1.

Table 2.1: Thermal properties of SS316

Thermal conductivity 17 W/ (m ·K)

Specific heat capacity 0.49 kJ/ (kg ·K)

Density 8070 kg/m3

Note: All values obtained from AZoM [53].

The emissivity of SS316 was set to 0.57 [54]. The SS316 plate was heated to different
temperatures.

The simulated results and the experimental data are shown below in Fig. 2.3 for different
cell sizes (δn) in FDS.

1 10 100 1,000

100

200

300

400

Distance from the heated surface (mm)

T
em

p
er
at
u
re

(o
C
)

Experiment
FDS (δn = 5mm)
FDS (δn = 10mm)

Figure 2.3: Temperature profile over the heated plate. Experimental data was extracted
from Landers, Disimile, and Toy (2017) [27].

The 10 m grid resolution has under-predicted the temperatures of both near the heated
plate and away from the heated plate. Major improvement is seen when the grid resolution
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was in increased to 5 mm in both regions, however, still, the near source region is not well
captured but over predicted with the 5 mm grid resolution.



Chapter 3

Experimental Set-Up

This chapter includes a detailed description of the experimental apparatus used by Fu,
Sojka, and Sivathanu [7] and their major findings from the experiments.

3.1 Experimental Apparatus

The case at hand involves water droplets released form the water mist nozzle coming into
contact with a heated Cu plate. The Cu plate is cylindrical in shape with a diameter
of 200 mm and a thickness of 5 mm and is heated to a surface temperature of around
600.9 °C. The surface temperature distribution has an average of 600.9 °C and a standard
deviation of 2.9 °C. The effervescent spray nozzle produces a solid spray cone and is lo-
cated 254 mm above the heated surface along the axis of the cylindrical plate.

The complete experimental set-up consisted of a spiral wound resistance heater to heat up
the Cu plat, a phase Doppler particle analyser (PDPA) for measuring water droplet size
and velocity distributions and thermocouples for temperature measurements as shown in
Fig. 3.1.

Pressurized air

Pressurized water
Motor

controller

PDPA
transmitter

Heater system

PDPA
receiver

signal processor

Computer

Size and velocity output

Thermocouples

AmplifierComputer

Temperature output

Figure 3.1: Schematic of the complete experimental set-up including the measuring de-
vices. Adapted from: Fu, Sojka, and Sivathanu (1999) [7].

The steady state surface temperature of the heated surface has been measured at different

15
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radial locations using five K-type thermocouples as shown in Fig. 3.2 on the surface while
altering the water flow rates, droplet size distributions and droplet velocities. The droplet
size distributions for different flow rates have been measured at 4 mm above the heated
surface. In addition, the size distributions of the droplets have been measured at different
heights for constant flow rate of 0.385 g/s. Finally, the velocity profiles of the original
spray without the heated surface at 250 mm downstream the nozzle has been compared
with the profiles in the presence of the heated plate at 250 mm and 190 mm downstream
of the nozzle.

�200mm

20mm
Thermocouples

Figure 3.2: Schematic of the thermocouple set-up on the plate. Adapted from Fu, Sojka,
and Sivathanu (1999) [7].

3.2 Major Findings

The main results from the experiments are presented in this section. All the results
presented here are extracted from the documented experimental work published in “On
the Interaction Between Evaporating Sprays and Heated Surfaces” by Fu, Sojka, and Si-
vathanu [7].

As explained in the section above, temperature readings on the heated surface was
recorded at five locations. The main focus has been directed at the steady state tempera-
ture distribution on the plate surface, size distribution of the water spray 4 mm above the
heated surface and the velocity distribution of the spray. Different test conditions were
imposed by altering the water and air flow conditions.

3.2.1 Plate Temperature

The plate temperature was maintained around 600 °C prior to the introduction of water
spray. The influence of the water flow rates and size and velocity distribution were anal-
ysed.

The water flow rates were changed in the spray while maintaining a consistent size and
velocity distributions. Three different flow rates were used in experiment: 0.160 g/s,
0.385 g/s and 0.600 g/s. For the lowest flow rate, the very fine droplets were evaporated
even before reaching the plate and uniform cooling of the plate was observed due to the
lack of bouncing off from the plate and water deposition. Even though, there was uniform
cooling, the plate temperature was not greatly reduced. Lower plate temperatures were
recorded when the flow rates were increased. However, due to the water deposition near
the center of the plate, uniform cooling was not achieved. The plate temperature was
lower in the center and gradually increased in the radial direction. The temperature
difference at the center and 80 mm away from the center is over 150 °C for both higher
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flow rates. The results are shown in Fig. 3.3 (Right) with the size distributions using the
Sauter Mean Diameter (SMD) on Fig. 3.3 (Left).
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Figure 3.3: Original size distributions of the sprays and the steady state plate temperature.
Left: Size distributions. Right: Plate temperature profiles in steady state. Experimental
data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

After the activation of the water mist system, during the steady conditions, the size
distributions of each of the above sprays were measured 4 mm above the plate surface.
The recorded results are shown in Fig. 3.4.
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Figure 3.4: Size distributions of the water spray 4 mm above the plate. Experimental
data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

Three different size and velocity distributions [See Fig. 3.5 (Left)] were set by regulating
the air pressure and flow rate with a constant water flow rate of 0.385 g/s. The finer
droplets approached the plate at higher velocities which resulted in bouncing off the
surface once the droplets hits the surface. On the other hand, the larger droplets were
easily deposited on the surface increasing the cooling effect of the spray. This resulted
in more efficient heat transfer to the water droplets hence, a larger temperature drop as
shown in Fig. 3.5 (Right).
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Figure 3.5: Size distributions of the water spray and the steady state plate temperatures
at 0.385 g/s in the experiment. Left: Size distributions. Right: Plate temperature profiles
in steady state. Experimental data was extracted from Fu, Sojka, and Sivathanu (1999)
[7].

For the above sprays, the size distribution was measured 4 mm and 64 mm above the
plate. The results are shown below in Fig. 3.6.
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Figure 3.6: Size distributions of the spray at different heights above the plate. Left:
4 mm above. Right: 64 mm above. Experimental data was extracted from Fu, Sojka, and
Sivathanu (1999) [7].

It was observed that the mean sizes of the droplets are higher closer to the heated surface
due to the evaporation of smaller droplets. Additionally, the PDPA recorded also showed
a rapid decline in the smaller droplets and a more gradual decline of the larger droplets.
The rapid decline is due to evaporation of the full droplet and the gradual decline is due
to the partial evaporation of larger drops.

Figure 3.7 shows the velocity distributions of the original spray and the distributions at
steady state at different 4 mm and 64 mm was also presented for the ‘size 2’ case in the
Fig. 3.5.
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Figure 3.7: Velocity distributions of the water spray above the plate. Experimental data
was extracted from Fu, Sojka, and Sivathanu (1999) [7].

Compared to the original spray, the velocities initially dropped at 64 mm above the plate
before increasing 4 mm above the plate. The sudden increase of the velocities is due to
the more weight put on the mean values by the larger droplets near the plate and the
evaporation of the finer droplets simultaneously.



Chapter 4

Flow and Temperature Field
Predictions Above the Hot Plate

The chapter begins with a presentation of the computational set-up of the solid-gas sim-
ulations followed by introduction to the settings and simulation ID keys to each test case
which are used in the results and discussion section. The results analysis starts off with
a qualitative analysis on the plume temperature and axial velocity which is followed by
quantitative analyses in the forms of a grid sensitivity study for gas phase properties and
a comparison of the used convective heat transfer models in FDS.

4.1 Computational Set-Up

The capability of predicting the interaction between the water droplets and the heated
plate depends on the predicted flow and thermal field over the heated Cu disc because
of the strong influence on the droplet sizes and the droplet temperatures at point of im-
pingement. Therefore, it is essential to analuse the predictions in FDS with just the heat
source before considering the injection of water droplets.

Simulations were run using 3 different grid resolutions: 10 mm, 5 mm and 2.5 mm. The
computational domain was set to 300 mm× 300 mm× 300 mm. The Cu plate was placed
centrally 5 cm above the bottom surface of the computational domain as sown in Fig. 4.1.
The steady state parameters of the heated plate is the focus in this work, therefore, to
speed up the calculations to reach steady state, TIME_SHRINK_FACTOR=10 was used
in all the simulations. The total simulation time was set to 2500 s to provide at least 500 s
of steady conditions.

300mm

300mm

300mm

z
y

x

Cu plate

Figure 4.1: Schematic representation of the computational domain in FDS with the Cu
plate. (Not to scale.)
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The Cu plate was modelled as a square plate with a thickness of 5 mm and the length of
200 mm which is identical to the diameter of the cylindrical plate used in the experiments.
The thermal properties of the Cu plate are tabulated below in Table 4.1.

Table 4.1: Thermal properties of Cu.

Thermal conductivity 401 W/m ·K
Specific heat capacity 0.385 kJ/kg ·K
Density 8960 kg/m3

Note: All values obtained from [55].

The emissivity of the Cu surface was set to 0.78 to represent a Cu surface which is heated
and covered with a thick oxide layer [48].

Measurements for temperature and vertical velocity were recorded in FDS and the results
are discussed in the following section. The simulations IDs provided in Table 4.2 are used
in this discussion.

Table 4.2: Settings of simulations without water.

Simulation ID Convective heat
transfer model

(CHTM)

Cell size
[δn](mm)

DM-10 Default 10

DM-5 Default 5

DM-2.5 Default 2.5

CH-10 h = 11.27 W/ (m2 ·K) 10

CH-5 h = 11.27 W/ (m2 ·K) 5

CH-2.5 h = 11.27 W/ (m2 ·K) 2.5

4.2 Results and Discussion

The results from FDS simulations for all test cases without injection of water are presented
and discussed in this section both qualitatively and quantitatively.

4.2.1 Heated Surface

The basis for all the generated results for gas phase is dependent on the surface temper-
ature of the heated Cu surface in the steady state. The steady state plate temperature
profile in the radial direction for each case can be found on Table 4.3 where, r is the radial
distance from the center of the Cu plate.
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Table 4.3: Steady state radial plate temperature profiles. Experimental data extracted
from Fu, Sojka, and Sivathanu (1999) [7].

r (m) 0 0.2 0.4 0.6 0.8

Surface temperature (oC)

Experiment 598.7 600.2 602.4 605.9 597.5

DM-2.5 604.8 604.5 603.8 602.6 599.0

DM-5 602.6 602.5 602.0 601.3 598.0

DM-10 602.8 602.6 602.2 601.7 598.9

CH-2.5 600.7 600.6 600.3 599.8 598.2

CH-5 603.0 603.0 602.7 602.2 600.2

CH-10 600.9 600.8 600.4 600.0 598.4

The steady state plate temperature profile in a FDS simulations are in good agreement
with the experimental data. This provides a great basis for the comparison of gas phase
and liquid phase properties between the experiment and FDS.

4.2.2 Qualitative Analysis

The plume temperature profile and the vertical velocity along the center line of the plume
will be assessed under this section. The time averaged velocity and temperature profiles
above the heated Cu plate is shown below in

Figure 4.2: Time averaged steady state profiles. Left: Vertical velocity. Right: Plume
temperature.

The vertical velocity along the axis starts with low magnitudes which represents a lazy
plume with low momentum flux and the flow is accelerated as the plume height increases
until the top boundary of the computational domain. The temperature profile on the
other hand, starts at higher values and decreases rapidly with the plume height due to
entrainment of fresh air as the plume moves upwards.

From a qualitative point of view, FDS has successfully captured the near source veloc-
ity field. Similarly, from purely qualitative point of view, the temperature profile of the
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buoyant plume rising from the heated plate is also captured showing a reduction of tem-
perature with height. However, it should be noted that the ‘necking’ of the lazy plume
at the interface of the near field and the far field is not visible in the slice file data of
the FDS output. This might be due to the the domain being not larger enough in the z
direction to include this point in the plume. In order to get a clearer picture, the results
are analysed quantitatively in the following section.

4.2.3 Grid Sensitivity Analysis for the Gas Phase

Axial Temperature

The grid sensitivity of the plume temperature along the axis of the cylindrical disc is
discussed in this section. The plume temperature along the center line will determine the
approaching temperature of the water droplets which impact on the heated surface. The
plume temperature, therefore, is a parameter which has an impact on the cooling effect
of the water spray. The simulated results for plume temperature is for both CHTMs are
illustrated in Fig. 4.3.
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Figure 4.3: Axial plume temperature profiles at steady state. Left: default CHTM. Right:
h = 11.27 W/ (m2 ·K).

For both CHTMs, the near field predictions barely above the heated surface shows a larger
sensitivity compared to the region above 10 cm. However, in the default model, the coarse
grid (δn = 10 cm) shows a larger deviation from the rest of the grid sizes. In the region
above 10 cm, for the default model only the two finer grids have shown convergence, while
all three grid sizes have produced results without as large a deviation for the specified
constant convective heat transfer coefficient. It is clear that when all the cell sizes are
assigned the same heat transfer coefficient, it is only the very near field prediction that is
more sensitive to the grid size. The default CHTM used in FDS 6.7.5 is also dependent
on the grid size as mentioned in Eq. 2.7, therefore, the larger sensitivity of the default
model in the far field can be due to the change in the calculation of h.

The deviation of the very near field predictions have shown a large variations when the
grid was changed for both CHTMs, but, the deviation is very minimal for the two finer
meshes in the constant h case. The highest temperature in that region is recorded around



Flow and Temperature Field Predictions Above the Hot Plate 24

380 °C for grid sizes 5 mm and 2.5 mm.

During the steady conditions, it can be seen that the temperature profiles have not shown
a monotonic decline in both models. It is difficult to say what this behaviour can be
associated with right now but, a sensitivity analysis on the domain size can show possible
causes that affect the side entrainment of ambient air into the lazy plume. Furthermore,
increasing the simulations times and averaging the temperatures over an even longer
period of time might produced improved results.

Axial Velocity

The results of the grid sensitivity study of vertical velocity component (uw) of the gas
phase is presented in this section. Similar to the temperature measurements, uw was also
measured along the vertical axis of the Cu plate. Figure 4.4 depicts the results of the
simulations for both CHTMs.
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Figure 4.4: uw profiles at steady state. Left: default CHTM. Right: h = 11.27 W/m2 ·K.

As expected for the lazy plumes, all simulations show negligible initial velocity at the
heated surface. FDS has been able to capture the pure buoyancy driven flow field at
the surface. However, as the plume height is increased the predictions have deviated
depending on the grid size. The uw predictions have been less sensitive to the grid
resolution for the constant h simulations as opposed to the default CHTM simulations
where the two finer meshes show a large deviation from the coarse grid. This behaviour
was also observed in the temperature profiles and the two behaviours are definitely linked.
Lower temperature predictions in the coarse mesh for default CHTM has similar lower
uw predictions due to less buoyancy as expected. Similar to the temperature profiles, the
sensitivity can also be linked to the CHTM used in as default in FDS. The codependency
of the temperature field and the flow field is well captured in the simulations, but, the
dependency of these predictions on the CHTM used for the calculations has to be analysed
further.

Radial Temperature Profile Near the Heat Source

The gas phase temperature just above the heated surface is analysed under this section.
The initial step of heat convection happens at this level, which the calculation performed
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for the regions above are based upon. The radial temperature distribution for the default
CHTM over the Cu plate at z = 0 is presented in Fig. 4.5.
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Figure 4.5: Radial temperature profile of the gas phase at z = 0. Left: default CHTM.
Right: h = 11.27 W/ (m2 ·K).

The radial temperature distribution of the gas phase is almost uniform across the length
of the plate for all cell sizes in both CHTMs even though the recorded temperature shows
a deviation when the grid resolution is changed. For, the default CHTM, 2.5 mm grid
shows readings just above 500 °C across the length but, lower values have been recorded
for the other two grids (5 mm and 10 mm). The temperatures are around 450 °C for 5mm
grid while a relatively low temperatures below 300 °C have been predicted by the 10 m
grid. A similar trend is shown when h = 11.27 W/m2 ·K was used as well, but the sensi-
tivity to the grid size is not very prominent compared to the default model. In addition,
the recorded temperatures lower than 400 °C have been predicted for the two finer meshes
(2.5 mm and 5 mm).

The heat transfer from the solid surface to its immediate surroundings shows a larger
sensitivity to the grid size when, the default CHTM is used and compared to when,
h = 11.27 W/m2 ·K was used; the predictions show a large deviation in 2.5 mm and 5 mm
grids from the 10 mm grid size.

4.2.4 Default CHTM in FDS

As discussed in the previous chapter, the default model for heat convection from a solid
surface in FDS uses simplified empirical correlations based on forced, natural convection
and pure conduction. In applications where the results produced by this model are of
great importance, it is essential to analyse the model performance. Under this section,
the steady state performance of the default CHTM in FDS is compared against the hand
calculated convective heat transfer coefficient used as a constant in FDS using similar
settings. The predictions of both axial plume temperature and uw profiles are analysed
in this section.

The constant h (CH-δn) simulations are used here as a benchmark case to evaluate the
performance of the default CHTM. The grid size is also a performance indicator for the
default CHTM due to the fact that the transfer of heat being modelled as a conduction
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problem, if the grid is fine enough to override the other two settings. The axial plume
temperature for each cell size is shown below in Fig.4.6.
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Figure 4.6: Plume Temperature profiles for different δn. Left: δn = 2.5 mm. Middle:
δn = 5 mm. Right: δn = 10 mm.

For the coarser grid sizes, δn = 10 mm and δn = 5 mm, both the default model and
constant h calculations have produced results with very little deviation in along the height
of the plume. In contrast, for the finest of the grid sizes, the produced results from each
model are not in agreement with each other. The deviation is much more prominent in
the region very close to the heated surface even though the default model has predicted
higher temperatures in the regions above 10 cm plume height as well. This over-prediction
of temperature is translated into an over-prediction in uw as well. (See Fig. 4.7)
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Figure 4.7: uw profiles for different δn. Left: δn = 2.5 mm. Middle: δn = 5 mm. Right:
δn = 10 mm.

The focus of this study is mainly on the steady state temperature profiles of the solid
phase (Cu plate). The temperature profiles are affected by the water droplets and their
interaction with the solid phase. The velocity, droplet temperatures just above the solid
surface and the droplet sizes can be considered as critical aspects of the cooling effective-
ness of the droplets. The differences in the temperature profiles can be expected to be
negligible in steady state even though the difference definitely affects the transient cooling
phase and thus, the time to reach the steady states for each case.

4.2.5 Extended Computational Domain

The entrainment of ambient air into the hot rising plume is of great importance, since
this phenomena directly affects the energy and mass balance of the plume. The effects of
the domain size on the fire plume characteristics has been analysed by Zhang et al. [56]
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using the experiments performed by Steckler, Quintiere, and Rinkinen [57]. The focus on
this study [56] has been set on the simulations of fires within closed boundaries using FDS
where, the vent flows through openings have been proven to be sensitive to the domain
size. To be more specific, the inclination of the fire plume has been affected due to the
extension of the domain size. In addition to the domain size used in the earlier subsec-
tions, two more effective extensions of the domain size were considered.

The original domain size was 300 mm×300 mm×300 mm. Additionally, the computational
domain was extended to 480 mm×480 mm×600 mm and 600 mm×600 mm×600 mm for
further analysis. The averaged axial velocity and temperature slices of each simulation is
shown below in Fig. 4.8.

Figure 4.8: Time averaged steady state profiles. Left: Vertical velocity. Right: Plume
temperature. (Top row: Original domain. Middle row: Medium size domain. Bottom
row: Large domain)

The plume axis location is greatly affected by the change of domain dimensions. Con-
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sidering that there are no external effects such as wind, a symmetrical plume around
the vertical axis was expected. However, symmetrical profiles are not generated in the
medium mesh size. For further analysing, a quantitative analysis is provided below. In-
terestingly, in the larger domain sizes the ‘neck’ can be observed some distance above the
plate.
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Figure 4.9: Plume temperature profiles for different computational domain dimensions.
Left: Log x axis. Right: Normal axes

The near source predictions show a small deviation when the domain size is increased.
The near source temperature increases with the size of the domain. Figure 4.9 (Left)
highlights this deviation, however, the recorded temperature at z = 0 is not available
on the same graph. The temperature prediction just above the plate (z = 0) in the
gas phase has shown a larger variation when the domain size was adjusted. The largest
domain predicts a temperature of 304 °C, which was reduced to 282 °C and 234 °C for
medium and small domains respectively. Only the near source region seems to be affected
by the changes in the domain size while the sensitivity vanishes along the height of the
plume.
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Due to the slight deviations in the temperature predictions in the near source region,
similar deviations have been recorded in that region. uw has converged for all domain
sizes in the region near the position of the water mist nozzle ( z ' 0.25 cm).

The effect of the domain size seemed to be negligible in terms of the axial plume temper-
ature profile and also the vertical velocity profile along the axis of the plate. Therefore,
going forward from this point onwards the smallest domain size was selected as the ap-
propriate domain dimensions. It should be noted here that at steady conditions after the
water spray has been activated the plume temperatures are expected to be lower due to
the presence of water droplets in the environment which can further make the effect of
the domain size negligible.



Chapter 5

Modelling of the Water Sprays

Due to the missing parameters required to model the water spray including both the
nozzle and also the water droplets, simulations including only the water mist nozzle were
run to analyse and fine tune the parameters in FDS. This chapter is primarily focused on
the said simulations including only the liquid phase.

5.1 Modelling of Water Mist Systems in FDS

Both sprinkler systems and water mist systems are modelled in FDS in a similar manner.
The locations of water mist nozzles can be specified under the DEVC line along with the
properties of the water mist system which are specified on the relevant PROP line. The
properties of the water particles are specified in the PART line which can then be recalled
in the PROP line.

5.1.1 Water Droplets

The properties of the water droplets that have to be specified in FDS include, the volume
median diameter (VMD) of the water spray size distribution, type of the distribution and
the convective heat transfer coefficient between the water droplets and the solid surface.
The convective heat transfer can be user specified in FDS. There is also the possibility to
use a dynamic model which calculates heat transfer coefficient between the two phases.

Volume Median Diameter (VMD)

The size distribution of the spray is characterized by the VMD which can be specified using
the DIAMETER in micrometers. This diameter represents the point in the distribution
where 50% of the water volume is made of droplets having lower diameters than this
value.

Particle Size Distribution

The default setting for the particle size distribution in FDS is
ROSIN-RAMMLER-LOGNORMAL which is, as the name suggests, a combination of log-
normal and Rosin-Rammler probability density functions. This can be altered between
the two functions as a standalone of each function and there is also the possibility of
simulating a mono-disperse spray by adding MONODISPERSE=.TRUE. on the PART line.

30
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Convective Heat Transfer Coefficient with the Solid Phase

The convective heat transfer with a solid phase is the main focal point in impingement
cooling using liquids, in this case water. The convective heat transfer coefficient is cal-
culated using an empirical correlation as explained earlier in section. However, there is
also the possibility to specify a constant for this parameter using a positive value for
HEAT_TRANSFER_COEFFICIENT_SOLID. By setting the same parameter to a negative
value, the empirical model can be activated in FDS.

5.1.2 Water Mist Spray

Parameters related to the set-up of the sprays in the simulations are provided below.

Initial Placement of the Droplets

When a water stream or a jet exits a nozzle, the creation of separate water droplets
occurs once a certain distance has been travelled by the water stream depending on the
nozzle configuration and speed of the water jet. This is also referred to as ‘break-up’ or
‘atomization’ of water droplets in the literature [58]. Only beyond this distance from the
nozzle, is the water jet completely formed by droplets. In FDS, to mimic this behaviour,
the droplets are initially placed at some distance away from the nozzle head location.
This distance can be specified in FDS under the syntax OFFSET in the PROP line for the
nozzle. The default setting is 5 cm.

Spray Cone Shape

Different nozzle types are available in the market which produce different types of sprays
geometrically. A conical spray pattern can be defined in FDS using the SPRAY_ANGLE
parameter. Two angles have to specified to define a conical spray, outer and inner angles
of the spray cone generated. For solid cone sprays, the inner angle is set to 0°.

Water Flow Rate

The flow rate of water through the nozzle has to be defined in FDS as the parameter
FLOW_RATE in units of l/min. The parameter PARTICLE_VELOCITY should also be
specified in conjunction with the water flow rate which sets the initial velocity of the
water droplets once they are injected to the domain.

Angular Distribution of Droplets at the injection boundary

The water droplets can be distributed using the parameter SPRAY_PATTERN_SHAPE.
This can be changed between the default GAUSSIAN or UNIFORM. The GAUSSIAN set-
ting distributes the droplets following a Gaussian profile while a uniform distribution is
produced when UNIFORM is used. In the simulation run a Gaussian distribution was
chosen due to the more tunable variables that comes with it.

PARTICLES_PER_SECOND

The water spray is represented by a certain number of computational droplets in FDS.
This number can be increased from it default value of 5000 to produce a spray distributed
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among a higher number of computational droplets which can improve the accuracy of the
calculations and evaporation patterns of the water droplets.

5.2 Computational Set-Up

All simulations were run using a grid resolution of 10mm on a computational domain of
300 mm × 300 mm × 400 mm on FDS 6.7.5. The water mist nozzle was placed 150 mm
(z = 250 mm above the origin) below the top boundary of the domain. The simulation
time was set to 110 s with a RAMP set to the flow rate to reach the desired flow rate in
1 s. The flow rates were chosen to similar to the experiments [7].

Further details of the water droplets and water mist system are presented in the following
subsections.

5.2.1 Water Droplets

In FDS the original size distribution of the water droplets has to prescribed as desired by
the user in the form of a cumulative volume fraction (CVF) [59]. For the initial analysis,
the sprays were modelled as mono-disperse sprays with a specific median size for each test
case.

5.2.2 Setting-Up the Water Mist Systems

In the FDS input files, liquid flow rates of each test case were set to achieve the de-
sired mass flow rate mentioned in the experimental data assuming a water density of
1000 kg/m3. The offset at the nozzle was also not defined but was set to be equal to
one cell length (0.01 m) in FDS. Another parameter which was not defined was the spray
angle of the cone produced at the nozzle head. The inner angle for a solid cone spray is 0°
and the outer angle was adjusted to produce good agreement with the experimental work
starting from 30° to generate a spray covering the whole plate in all directions from a
geometrical point of view. PARTICLES_PER_SECOND parameter was set to the default
value of 5000 for the initial analysis of water mist sprays.

5.3 Results and Discussion

Under this section, the results for the water spray radial velocity distributions, particle
fluxes and Sauter mean diameters (SMD) at different heights are presented and discussed.
The experimental measurements regarding the water droplets were obtained using Phase
Doppler Particle Analysis (PDPA) method and a similar technique was employed in FDS
as well. However, more specific details regarding this set-up were not provided in the
literature. Therefore, the radius of the sphere used in the PDPA was set to one cell
length (0.01 m) in the FDS input file.

5.3.1 Simulations for Water Mass Flow Rate of 0.160 g/s

Water mist spray set-up with a water mass flow rate of 0.160 g/s was also modelled in
FDS without the heated copper plate. The results are discussed in the sections below.
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The Steady State plate temperature and the particle size distribution 4mm above the plate
had been measured for this flow rate in experiments. The initial radial size distribution
of the spray was provided as well. The initial radial size distributions in the simulations
and the experiments are shown in Fig. 5.1 below.
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Figure 5.1: Size distributions of the mono-disperse water spray and the experiment. Ex-
perimental data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

Here, the mono-disperse spray was assigned a unifor size of 140 µm which was in agreement
with a considerable portion of the spray profile measured in the experiments. The selected
diameter was the closest resemblance possible while being mono-disperse.

5.3.2 Simulations for Water Mass Flow Rate of 0.385 g/s

In the experimental work different particle size distributions were obtained by altering the
operating pressure and the air flow rate through the nozzle. The three particle size distri-
butions from the experiments are shown below in Fig. 5.2 with the size distributions of
the corresponding mono-disperse sprays used in the simulations for each size distribution.
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Figure 5.2: Size distributions of the mono-disperse water spray and the experiment for
water mass flow rate of 0.385 g/s. Left: Size 1. Middle: Size 2. Right: Size 3. Experi-
mental data extracted from Fu, Sojka, and Sivathanu (1999) [7]

All mono-disperse sprays were characterized, as shown, by the upper limits (120 µm for
‘Size 1’, 140 µm for ‘Size 2’ and 155 µm for ‘Size 3’) of the experimental spray profiles.
The upper limit was chosen mainly due to the ease of separating the sprays in terms of
the size distributions compared to the less varied lower limit values in the experiments
where all the sprays is in range between 70 µm and 100 µm.
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In addition to the size distributions of the initial spray, the radial velocity profile of
the initial spray measured 250 mm downstream of the nozzle was also provided in the
literature but only for ‘Size 2’ which is given below in Fig. 5.3.
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Figure 5.3: Particle velocity (vertical component) of the mono-disperse water spray at
different heights. Experimental data was extracted from Fu, Sojka, and Sivathanu (1999)
[7].

It is mentioned in the experimental work [7] that the velocity distribution was affected by
the droplets size distribution. The mono-disperse spray profile was a uniform distribution
characterised by the upper limit for this spray profile. Therefore, the increased velocities
were expected for this spray due to the absence of smaller droplets in the spray.

The results can certainly be improved if the spray is modelled as a poly-disperse spray
which will then take into account the effects of smaller droplets to the mean values.



Chapter 6

Simulations of the Water and Hot
Plate Interaction

This chapter is purely dedicated to the simulations involving the injection of the water
droplets to the computational domain. Similar to the previous chapter, the computational
set-up and the list of the simulations are presented in the beginning of the chapter which
is then followed by the discussion of the results in the form of a comparison between the
experimental data [7] and the numerical simulations.

6.1 Computational Set-Up

Simulations including the whole set-up from the experiments were run after analysing the
results of each individual phase discussed in the previous two chapters. The modelling
of the water spray was not straightforward due to the unavailability of major input data
for the simulations related to the water mist system and water droplets. Therefore, the
simulations with mono-disperse sprays were considered for simplicity and ease of analysing
the results afterwards.

6.1.1 Simulations with a Mono-Disperse Spray

As discussed in the earlier chapter, a mono-disperse spray profile was used for the simu-
lations initially before moving onto poly-disperse sprays. The computational domain was
similar to that mentioned in the solid phase only simulations. The settings related to the
solid phase (Cu plate) discussed in the same chapter were also used for these simulation
without any changes. The same can be said about the water mist system set-up where
similar settings for the mono-disperse sprays from the previous chapter were used. The
grid cell size was set to 10 mm for all simulations discussed under this chapter.

The computational time was set to 4500 s and the water was introduced at exactly 1999.0s
which was kept active until the end of simulations. The setting of 4500 s allowed to achieve
a steady state of approximately 500 s long after the water mist system was activated.
Unlike in the previous simulations without water droplets, to speed the calculations up
in FDS, the TIME_SHRINK_FACTOR was not set for any of the simulations discussed in
this chapter.
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6.2 Results and Discussion

The discussion of the results is focused mainly on the steady state plate temperature for
the different flow rates used and the different size distributions used in the experiments.
Simulations were run using mono-disperse spray profiles and poly-disperse profiles.

6.2.1 Simulations for 0.160 g/s Water Flow Rate

Initially an assumption was made on both the PARTICLE_VELOCITY and outer angle
of the spray cone to be 20 m/s and 30° respectively. The experimental model in FDS was
activated while the droplet movement on the solid surface was set to its default setting,
HORIZONTAL_VELOCITY=0.2 (HV = 0.2 m/s). According to the observations made
in the experiment, the water droplets reached the surface at rather low droplet sizes with
the smaller droplets evaporating without even making it to the surface. Regarding the
droplets sizes in the mono-disperse spray, a spray with a volume median diameter (VMD)
of 140 µm selected to represent the largest possible droplets which presents the most cool-
ing potential with respect to the droplet sizes. The idea was to reach as close to the
experimental data as possible by altering many other undefined parameters while keeping
this setting at the most favourable position.

Simulations with different settings were run in order to capture the effects of each of these
parameters. Table 6.1 below summarises all the different settings used for each simulation
with a specific ID.

Table 6.1: Settings of simulations with a water flow rate of 0.160 g/s.

Simulation ID HORIZONTAL_VELOCITY HEAT_TRANSFER_-
COEFFCIENT_SOLID

HV = 0.2 m/s 0.2 -1

HV = 0 m/s 0 -1

hw = 300 W/ (m2 ·K) 0.2 300

hw = 150 W/ (m2 ·K) 0.2 150

The steady state plate temperature profile from the experiments for this case is plotted
with the results from the simulations in Fig. 6.1 below.
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Figure 6.1: Steady state radial temperature profile of the plate for different θo with a
water mass flow rate of 0.160 g/s and u0 = 20 m/s. Left: θo = 30◦. Right: θo = 60◦.
Experimental data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

θo when set to 30° caused almost all of the water droplets to fall onto the heated surface
which resulted in more heat being absorbed from the surface compared to the experi-
ments. It was quite clear that the amount of heat absorbed by the water droplets had to
be further reduced to achieve better agreement to the experimental data. This was also
confirmed by the fact that even when the hw was reduced further to 300 W/m2 ·K and
to 150 W/m2 ·K. If this amount of water droplets hit the surface at this flow rate the
convective heat transfer coefficient should be lower than even 150 W/m2 ·K which is not
realistic and far too low for water spray impingement cooling (See Fig. 1.1.).

In order to reduce the heat absorbed by the water droplets θo was doubled so that only a
portion of the water droplets were directly impinging on the heated surface while the rest
of the droplets were interacting directly only with the rising plume. After this adjustment
of θo, much better agreement was shown by the simulations using the experimental model
implemented in FDS 6.7.5. After the water mist settings seems to be somewhat sorted
out, the properties of water droplets were adjusted to achieve even better agreement and
also to perform an analysis on the effects of a poly-disperse spray profile. A poly-disperse
spray profile can be modelled in number of ways in FDS. Further details about the poly-
disperse simulations are discussed along with the results from the simulation below.

It was also noted that the effect of the HV parameter was also negligible when the spray
angle was changed to 60° due to the number of droplets impinging on the plate is much
lower compared to that of the smaller θo.
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Poly-Disperse Simulations

All the settings of the were kept unchanged while the spray was made a poly-disperse
one by removing MONODISPERSE=.TRUE. from the PART line foe the water droplets.
The default distribution for water droplet size is ROSIN-RAMMLER-LOGNORMAL with a
default width of GAMMA_D=2.4 (γ = 2.4). These settings were also unchanged for the ini-
tial analysis. For poly-disperse spray profiles the parameter PARTICLES_PER_SECOND
is very vital for both computational efficiency and also accuracy of the calculations per-
formed. This was set to PARTICLES_PER_SECOND=5000 to begin with. A sensitivity
analysis was performed for this parameter as well.

The steady state plate temperature profile for the above settings are shown below in Fig.
for different widths of the ROSIN-RAMMLER-LOGNORMAL function (γ) used for the poly-
disperse spray. This parameter was specified in the PART line for water droplets using the
syntax GAMMA_D in the input file. The default setting in FDS 6.7.5 is GAMMA_D=2.4.
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Figure 6.2: Steady state plate temperature profiles for flow rate of 0.160 g/s. Experimental
data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

The effect of the spray profile in the poly-disperse spray profile affected not only the
minimum temperature recorded at the center of the plate, but also the shape of the
temperature profile by making the reading away from the center moving to a better
agreement.

6.2.2 Simulations for 0.385 g/s Water Flow Rate

As explained in earlier chapters, the water mass flow rate was altered in the experiments
among 0.160 g/s, 0.385 g/s and 0.600 g/s. This section is wholly focused on the simula-
tions performed for the water mass flow rate of 0.385 g/s.
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Three different size distributions for the water spray were used in the experiments by Fu,
Sojka, and Sivathanu while maintaining the water flow rate constant at 0.385 g/s. The
experimental data and the simulated data for the three size distributions are shown below
in Fig. 6.3.
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Figure 6.3: Size distributions of the mono-disperse water spray and the experiment. Ex-
perimental data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

The discussion for this flow rate setting is divided based on these three size distributions
which are referred to as ‘size 1’, ‘size 2’ and ‘size 3’ as shown in Fig. 6.3.

Size 1 - Mono-Disperse Simulations

Similar to the above section the mono-disperse spray profile was characterized by the
maximum SMD recorded in the experiments. Therefore, size 1 was represented by a
mono-disperse spray profile with a droplet diameter with 120 µm. The outer angle of
the solid cone spray (θo) was set to 65° with a particle injection velocity of 25 m/s. The
OFFSET parameter was set to 10 mm to represent one cell thickness from the nozzle head.
It should be noted that these parameters were assumed to achieve good agreement with
the experimental data due to the lack of these parameters mentioned in the literature.
Figure below shows the steady state plate temperature profile in the radial direction both
in the experiment and the simulations run with above settings.
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Figure 6.4: Steady state plate temperature profile for particle size distribution ‘size 1’ in
Fig. 6.3. Experimental data was extracted from Fu, Sojka, and Sivathanu (1999.) [7]

The mono-disperse simulation with the assumed settings showed great agreement with the
results from the experiments from 0.03 m away from the center of the plate. Despite the
good agreement in that region, the temperatures recorded closer to the center of the plate
were significantly higher in the experiments. This was due to the mono-disperse profile
containing a uniform SMD of 120 µm across the radial span. The region where the SMD
value converges with the experiments is in the region around 0.03 m away from the center
where the maximum SMD of around 120 µm was reached in the experiments. In order to
achieve accurate predictions over the whole radial distance, it is expected incorporating
a poly-disperse spray matching the experiments will definitely be beneficial.

Size 2 - Mono-disperse Simulations

Keeping all the settings the same, while only changing the particle injection velocity to
20 m/s and the mono-disperse spray size to 140 µm. As per the explanation provided in
the experimental work, the different size distributions were obtained varying the operating
pressure and the air flow rates through the nozzle. It is also mentioned in the literature
that smaller size distributions were associated with higher velocities. This led to keeping
the all settings constant from earlier size distribution except for the two parameters men-
tioned.

Below, in Fig. 6.5, the steady state plate temperature profile from the simulation is
plotted and compared with the experimental results.
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Figure 6.5: Steady state plate temperature profile for particle size distribution ‘size 2’ in
Fig. 6.3. (µ = SPARY_PATTERN_MU). Experimental data was extracted from Fu, Sojka,
and Sivathanu (1999) [7].

Similar to the earlier size distribution, the agreement with the experimental results im-
proved greatly starting from the 0.03 m mark and away from it. The median size used
in the mono-disperse spray matched better in this region compared to the region closer
to the center of the plate. Due to the droplets having larger diameters in the simulation,
in the central region, the cooling was much higher in the simulation compared to the
experiments.

To make the minimum temperature recorded at the center of plate move into better
agreement, the GAUSSIAN spray profile was altered such that less number of droplets are
placed near the center of the plate using the SPRAY_PATTERN_MU parameter (µ). This
parameter was changed to 0.5 from its default value of 0 for full cone sprays. As expected,
the change in the spacial distribution of water droplets showed better agreement with the
experimental results throughout the radius of the plate.

Size 3 - Mono-Disperse Simulations

Following the same procedure as the two earlier test cases, simulations were run with a
solid cone spray with θo = 65°, particle injection velocity u0 = 10 m/s and a VMD of
155 µm. Good agreement was achieved with these settings against the experimental work
as shown below in Fig. 6.6.
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Figure 6.6: Steady state plate temperature profile for particle size distribution ‘size 3’ in
Fig. 6.3. Experimental data was extracted from Fu, Sojka, and Sivathanu (1999) [7].

Again, due to the the mono-disperse spray being characterized by the maximum in the
radial size distribution in the experiments, lower temperatures were recorded in near the
center of the plate in simulations.

As per the results discussed above, it can be concluded that FDS is very much capable of
producing good results at moderate flow rates even though, the predictions for 0.160 g/s
case require more adjustments to show further improvement when compared with the
experimental results. As shown for the ‘Size 2’ case, better agreement can be achieved
by altering the default SPRAY_PATTERN_SHAPE using the SPRAY_PATTERN_MU AND
SPRAY_PATTERN_BETA parameters. The effects of poly-disperse profile was also iden-
tified for the test case with flow rate of 0.160 g/s where the recorded temperatures away
from the center showed an improvement with the agreement between the simulations and
the experiment. However, for poly-disperse simulations, it is essential that the spray
matches the provided size distributions in the literature.



Chapter 7

Conclusions and Future Work

Conclusions

The motivation of the thesis was to perform a validation study for FDS on the water
spray impingement cooling of hot surfaces with large super heats resembling a flaming
surface. Fu, Sojka, and Sivathanu [7] performed experiments using a superheated Cu plate
at 600 °C which was then cooled down using a water mist system with different settings.
The steady state measurements were obtained for plate temperature, size and velocity
distributions for different water flow rates at different locations for different velocity and
size profiles. The experimental set-up was modelled in FDS version 6.7.5 with minor
adjustments such as using a square shaped Cu plate instead of a round plate similar to
the experiment.

The simulations were performed in a series of different steps starting with only the solid
phase and the gas phases before moving on to the introduction of water droplets to the
domain. The motive of this approach was to assess the performance of FDS in providing
accurate prediction in the buoyant ‘lazy’ plume rising from the heated surface. There were
no such analysis on the plume properties performed in the experimental work in focus [7],
therefore, a separate set of experiments were chosen in order to simulate the lazy plume
and compare FDS results. The results for the default CHTM seems to agree with the
experimental work when a fine mesh resolution was used. Instead of the default model
for heat convection in FDS, a specified constant heat transfer coefficient was also used for
comparison purposes. The specified value was obtained from simple hand calculations.
There seemed to be some notable difference between the two models in the steady state
predictions of axial plume temperature and the vertical velocity component, more notably
as the grid resolution became higher.

Many of the key parameters related to the water mist system was not documented by the
authors in their work [7]. This led to making assumptions for these missing parameters
in the hopes of achieving proper agreement with the experimental work. To make the
situation less complicated mono-disperse spray profiles were used in the simulations to
minimize the variables associated with guessing. Out of the total 5 different experiments
performed in the experiments, reasonable agreement was achieved with four test cases
using only a mono-disperse profile and a coarse mesh. Further fine tuning the spray prop-
erties led to even better agreement in one specific case (‘Size 2’ case with flow rate set to
0.385 g/s).

43



Conclusions and Future Work 44

All the work presented highlighted the importance of modelling the water mist spray in
FDS. Even with mono-disperse sprays, the temperature profiles similar to the experiments
were achieved in numerical simulations by adjusting the unknowns.

Future Work

The results from the simulations justified the capabilities of FDS to predict the interaction
between the two phases (Three, if you include the gas phase as well). All these simulations
employed a mono-disperse profile for the water droplet size distribution and the next step
is identified as moving forward with the poly-disperse sprays for all test cases and complete
the validation study. The velocity and size distributions of the experiments at steady
conditions was also provided which tests the predictions related with the interaction of
the water droplets with gas phase as well. The poly-disperse profile is required to compare
the results with these data from experiments further emphasizing on the importance of
the poly-disperse spray simulations. The effort made here provides a foundation to build
upon and reaching the completion of the validation study.
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Appendix A

An FDS Input for Solid Phase
Simulations

&HEAD CHID='DM_10', TITLE='Cu plate only' / cell size=1cm

&MESH ID='mesh1', IJK=30,30,30, XB=-0.15,0.15,-0.15,0.15,-0.05,0.25 /

&TIME T_END=2000.0 /

&MISC TMPA=20.0 /

&OBST XB= -0.1,0.1,-0.1,0.1,0.0,0.0, SURF_ID='Cu plate',
COLOR='BLACK', THICKEN=.TRUE. /

&MATL ID='Cu'
CONDUCTIVITY=401
SPECIFIC_HEAT=0.385
DENSITY=8960 /

&SURF ID='Cu plate'
MATL_ID='Cu'
THICKNESS=0.005
EMISSIVITY=0.78
BACKING='INSULATED'
CONVECTION_LENGTH_SCALE=0.2
EXTERNAL_FLUX=37.3 /

&VENT DB='XMIN', SURF_ID='OPEN' /
&VENT DB='XMAX', SURF_ID='OPEN' /
&VENT DB='YMIN', SURF_ID='OPEN' /
&VENT DB='YMAX', SURF_ID='OPEN' /
&VENT DB='ZMIN', SURF_ID='OPEN' /
&VENT DB='ZMAX', SURF_ID='OPEN' /

&DEVC ID='Tp 00', XYZ=0.00,0.0,0.0, IOR=-3, QUANTITY='WALL
TEMPERATURE' /

&DEVC ID='Tp 20', XYZ=0.02,0.0,0.0, IOR=-3, QUANTITY='WALL
TEMPERATURE' /
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&DEVC ID='Tp 40', XYZ=0.04,0.0,0.0, IOR=-3, QUANTITY='WALL
TEMPERATURE' /

&DEVC ID='Tp 60', XYZ=0.06,0.0,0.0, IOR=-3, QUANTITY='WALL
TEMPERATURE' /

&DEVC ID='Tp 80', XYZ=0.08,0.0,0.0, IOR=-3, QUANTITY='WALL
TEMPERATURE' /

&SLCF PBY=0, QUANTITY='TEMPERATURE' /
&SLCF PBY=0, QUANTITY='W-VELOCITY' /

&DUMP DT_DEVC=10.0 /

&TAIL /



Appendix B

An FDS Input for Water Phase
Simulations

&HEAD CHID='size2_spr', TITLE='water mist system only' / cell
size=1cm

&MESH ID='mesh1', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,-0.05,0.02,
MPI_PROCESS=0 /

&MESH ID='mesh2', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.02,0.09,
MPI_PROCESS=1 /

&MESH ID='mesh3', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.09,0.16,
MPI_PROCESS=2 /

&MESH ID='mesh4', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.16,0.23,
MPI_PROCESS=3 /

&MESH ID='mesh5', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.23,0.30,
MPI_PROCESS=4 /

&TIME T_END=110.0 /

&MISC TMPA=20.0 /

&VENT DB='XMIN', SURF_ID='OPEN' /
&VENT DB='XMAX', SURF_ID='OPEN' /
&VENT DB='YMIN', SURF_ID='OPEN' /
&VENT DB='YMAX', SURF_ID='OPEN' /
&VENT DB='ZMIN', SURF_ID='OPEN' /
&VENT DB='ZMAX', SURF_ID='OPEN' /

&SPEC ID='WATER VAPOR' /

&PART ID='watermist', SPEC_ID='WATER VAPOR', DIAMETER=140,
MONODISPERSE=.TRUE. /

&PROP ID='sprinkler',
PART_ID='watermist',
OFFSET=0.01,
SPRAY_ANGLE=0,65,
FLOW_RATE=0.0231,
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PARTICLE_VELOCITY=20,
FLOW_RAMP='SPRAMP',
PARTICLES_PER_SECOND=5000.0 /

&RAMP ID='SPRAMP', T=0.0, F=0.0 /
&RAMP ID='SPRAMP', T=1.0, F=1.0 /

&DEVC ID='SPR', XYZ=0.0,0.0,0.25, PROP_ID='sprinkler',
QUANTITY='TIME', SETPOINT=0.0 /

&PROP ID='pdpa_SMD',
PART_ID = 'watermist',
QUANTITY = 'DIAMETER',
PDPA_RADIUS = 0.01,
PDPA_START = 10.0,
PDPA_END = 110.0,
PDPA_M = 3,
PDPA_N = 2 /

&DEVC XYZ= 0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-0' /

&DEVC XYZ= 0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-10' /

&DEVC XYZ= 0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-20' /

&DEVC XYZ= 0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-30' /

&DEVC XYZ= 0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-40' /

&DEVC XYZ= 0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-50' /

&DEVC XYZ= 0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-60' /

&DEVC XYZ= 0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-80' /

&DEVC XYZ= 0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMD',
ID='SMD1-100' /

&PROP ID='pdpa_w',
PART_ID = 'watermist',
QUANTITY = 'W-VELOCITY',
PDPA_RADIUS = 0.01,
PDPA_START = 10.0,
PDPA_END = 110.0,
PDPA_M = 0,
PDPA_N = 0 /

&DEVC XYZ= 0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-0' /

&DEVC XYZ= 0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-10' /
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&DEVC XYZ= 0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-20' /

&DEVC XYZ= 0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-30' /

&DEVC XYZ= 0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-40' /

&DEVC XYZ= 0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-50' /

&DEVC XYZ= 0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-60' /

&DEVC XYZ= 0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-80' /

&DEVC XYZ= 0.1,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w',
ID='w1-100' /

&DUMP DT_DEVC=10.0 /

&TAIL /
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An FDS Input for Solid and Water
phases Combined Simulations

&HEAD CHID='size2', TITLE='Cu plate and water droplets' / cell
size=1cm

&MESH ID='mesh1', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,-0.05,0.02,
MPI_PROCESS=0 /

&MESH ID='mesh2', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.02,0.09,
MPI_PROCESS=1 /

&MESH ID='mesh3', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.09,0.16,
MPI_PROCESS=2 /

&MESH ID='mesh4', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.16,0.23,
MPI_PROCESS=3 /

&MESH ID='mesh5', IJK=30,30,7, XB=-0.15,0.15,-0.15,0.15,0.23,0.30,
MPI_PROCESS=4 /

&TIME T_END=4500.0 /

&MISC TMPA=20.0 /

&OBST XB= -0.1,0.1,-0.1,0.1,0.0,0.0, SURF_ID='Cu plate',
COLOR='BLACK', THICKEN=.TRUE. /

&MATL ID='Cu'
CONDUCTIVITY=401
SPECIFIC_HEAT=0.385
DENSITY=8960 /

&SURF ID='Cu plate'
MATL_ID='Cu'
THICKNESS=0.005
EMISSIVITY=0.78
BACKING='INSULATED'
CONVECTION_LENGTH_SCALE=0.2
EXTERNAL_FLUX=38.3 /

&VENT DB='XMIN', SURF_ID='OPEN' /
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&VENT DB='XMAX', SURF_ID='OPEN' /
&VENT DB='YMIN', SURF_ID='OPEN' /
&VENT DB='YMAX', SURF_ID='OPEN' /
&VENT DB='ZMIN', SURF_ID='OPEN' /
&VENT DB='ZMAX', SURF_ID='OPEN' /

&SPEC ID='WATER VAPOR' /

&PART ID='watermist', SPEC_ID='WATER VAPOR', DIAMETER=140,
MONODISPERSE=.TRUE., HEAT_TRANSFER_COEFFICIENT_SOLID=-1 /

&PROP ID='sprinkler',
PART_ID='watermist',
OFFSET=0.01,
SPRAY_ANGLE=0,65,
FLOW_RATE=0.0231,
PARTICLE_VELOCITY=20,
FLOW_RAMP='SPRAMP',
PARTICLES_PER_SECOND=5000.0 /

&RAMP ID='SPRAMP', T=0.0, F=0.0 /
&RAMP ID='SPRAMP', T=1999.0, F=0.0 /
&RAMP ID='SPRAMP', T=2000.0, F=1.0 /

&DEVC ID='SPR', XYZ=0.0,0.0,0.25, PROP_ID='sprinkler',
QUANTITY='TIME', SETPOINT=0.0 /

&PROP ID='pdpa_SMDi',
PART_ID = 'watermist',
QUANTITY = 'DIAMETER',
PDPA_RADIUS = 0.01,
PDPA_START = 2000.0,
PDPA_END = 4500.0,
PDPA_M = 1,
PDPA_INTEGRATE = .FALSE. /

&DEVC XYZ= 0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 0' /

&DEVC XYZ= 0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 10' /

&DEVC XYZ= 0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 20' /

&DEVC XYZ= 0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 30' /

&DEVC XYZ= 0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 40' /

&DEVC XYZ= 0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 50' /

&DEVC XYZ= 0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 60' /

&DEVC XYZ= 0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
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ID='iD1 80' /
&DEVC XYZ= 0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',

ID='iD1 100' /

&DEVC XYZ= -0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -10' /

&DEVC XYZ= -0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -20' /

&DEVC XYZ= -0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -30' /

&DEVC XYZ= -0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -40' /

&DEVC XYZ= -0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -50' /

&DEVC XYZ= -0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -60' /

&DEVC XYZ= -0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 -80' /

&DEVC XYZ= -0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_SMDi',
ID='iD1 - 100' /

&PROP ID='pdpa_w',
PART_ID = 'watermist',
QUANTITY = 'W-VELOCITY',
PDPA_RADIUS = 0.01,
PDPA_START = 2000.0,
PDPA_END = 4500.0,
PDPA_M =3,
PDPA_N =2,
PDPA_INTEGRATE = .FALSE. /

&DEVC XYZ= 0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
00' /

&DEVC XYZ= 0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
10' /

&DEVC XYZ= 0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
20' /

&DEVC XYZ= 0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
30' /

&DEVC XYZ= 0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
40' /

&DEVC XYZ= 0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
50' /

&DEVC XYZ= 0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
60' /

&DEVC XYZ= 0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
80' /

&DEVC XYZ= 0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_w', ID='w1
100' /

==================temperature of the water droplets
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&PROP ID='pdpa_T',
PART_ID='watermist',
QUANTITY='TEMPERATURE',
PDPA_RADIUS=0.005,
PDPA_START=2000.0,
PDPA_M=0,
PDPA_N=0,
PDPA_END=4500.0 /

&DEVC XYZ=0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
00' /

&DEVC XYZ=0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
10' /

&DEVC XYZ=0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
20' /

&DEVC XYZ=0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
30' /

&DEVC XYZ=0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
40' /

&DEVC XYZ=0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
50' /

&DEVC XYZ=0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
60' /

&DEVC XYZ=0.07,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
70' /

&DEVC XYZ=0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
80' /

&DEVC XYZ=0.09,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
90' /

&DEVC XYZ=0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
100' /

&DEVC XYZ=-0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-10' /

&DEVC XYZ=-0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-20' /

&DEVC XYZ=-0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-30' /

&DEVC XYZ=-0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-40' /

&DEVC XYZ=-0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-50' /

&DEVC XYZ=-0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-60' /

&DEVC XYZ=-0.07,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-70' /

&DEVC XYZ=-0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-80' /

&DEVC XYZ=-0.09,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-90' /
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&DEVC XYZ=-0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_T', ID='T
-100' /

==================number concentrations of water droplets

&PROP ID ='pdpa_Ni',
PART_ID ='watermist',
QUANTITY ='NUMBER CONCENTRATION',
PDPA_RADIUS =0.005,
PDPA_START =2000.0,
PDPA_END =4500.0,
PDPA_INTEGRATE = .FALSE. /

&DEVC XYZ=0.00,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
00' /

&DEVC XYZ=0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
10' /

&DEVC XYZ=0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
20' /

&DEVC XYZ=0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
30' /

&DEVC XYZ=0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
40' /

&DEVC XYZ=0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
50' /

&DEVC XYZ=0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
60' /

&DEVC XYZ=0.07,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
70' /

&DEVC XYZ=0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
80' /

&DEVC XYZ=0.09,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
90' /

&DEVC XYZ=0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
100' /

&DEVC XYZ=-0.01,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-10' /

&DEVC XYZ=-0.02,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-20' /

&DEVC XYZ=-0.03,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-30' /

&DEVC XYZ=-0.04,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-40' /

&DEVC XYZ=-0.05,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-50' /

&DEVC XYZ=-0.06,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-60' /

&DEVC XYZ=-0.07,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
-70' /

&DEVC XYZ=-0.08,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN
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-80' /
&DEVC XYZ=-0.09,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN

-90' /
&DEVC XYZ=-0.10,0.0,0.01, QUANTITY='PDPA', PROP_ID='pdpa_Ni', ID='iN

-100' /

==================slice files

&SLCF PBY=0, QUANTITY='TEMPERATURE' /
&SLCF PBY=0, QUANTITY='W-VELOCITY' /

==================boundary files

&BNDF QUANTITY='WALL TEMPERATURE' /
&BNDF QUANTITY='NET HEAT FLUX' /
&BNDF QUANTITY='RADIATIVE HEAT FLUX' /
&BNDF QUANTITY='CONVECTIVE HEAT FLUX' /

==================temperature of the Cu plate

&DEVC ID='Tp 00', XYZ=0.00,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 10', XYZ=0.01,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 20', XYZ=0.02,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 30', XYZ=0.03,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 40', XYZ=0.04,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 50', XYZ=0.05,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 60', XYZ=0.06,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 70', XYZ=0.07,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 80', XYZ=0.08,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp 90', XYZ=0.09,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -10', XYZ=-0.01,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -20', XYZ=-0.02,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -30', XYZ=-0.03,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -40', XYZ=-0.04,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -50', XYZ=-0.05,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /
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&DEVC ID='Tp -60', XYZ=-0.06,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -70', XYZ=-0.07,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -80', XYZ=-0.08,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DEVC ID='Tp -90', XYZ=-0.09,0.0,0.0, QUANTITY='WALL TEMPERATURE',
IOR=3 /

&DUMP DT_DEVC=10.0, DT_SLCF=10.0, DT_BNDF=10.0 /

&TAIL /






